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TECHNOLOGII

Zadani:
1. Seznamte se s ovladanim programu BusTrace.

2. Prostrfednictvim nastroje ,Sprava disk(“ ve Windows na pokusném disku vytvorte
logicky oddil. Komunikaci pfi vytvareni oddilu zaznamenejte.

3. Vytvofeny oddil naformatujte na FAT32. Pouzijte rychlé formatovani a generovanou
komunikaci zaznamenejte.

a. Zapisuje formatovani data na zacatek disku?

4. Na pokusny disk nakopirujte textovy soubor. Analyzou komunikace zjistéte, na které
umisténi se soubor nahral. Zjis§ténou informaci ovérte pomoci programu WinHex.

5. Prostudujte technologii S.M.A.R.T. pro predpovidani selhani diska.

6. Seznamte se s ovladanim programu smart tools. Program se spousti z prikazové radky
pfikazem smartctl.

7. S pomoci programu smart tools zjistéte stav disku.
a. Kolik hodin byl jiz disk v provozu?
b. Je tato hodnota spolehliva?
8. Spustte kratky test disku a zaznamenejte komunikaci s diskem.

9. Zaznamenanou komunikaci dikladné analyzujte a vysvétlete vyznam jednotlivych
prikaz(.

10. Zruste pokusny oddil a vypnéte pocitac.



SM.AR.T.

S.M.A.R.T.

Self-Monitoring, Analysis, and Reporting Technology (S.M.A.R.T.) je v informatice monitorovaci systém pro

pevné disky. Firmware sleduje uvnitf pevného disku béhem provozu rizné parametry, které je mozné prenést do
pocitate. Pomoci zjisténych udaji miZe spravce systému vcas predvidat selhdni disku a uloZend data zélohovat.
Systém S.M.A.R.T. definuje hlavné zpusob komunikace disku s pocitatem, takZe jednotlivé implementace se u

riznych vyrobcu lisi.

Poruchy pevnych diskii
Poruchy pevnych diskii mtizeme rozdélit do dvou hlavnich kategorii:
Predvidatelné poruchy

Predvidatelné poruchy vétSinou graduji postupem c¢asu (napiiklad mechanické opotfebeni). Monitorovaci
zafizeni umi zjistit tyto problémy a signalizovat jejich stav, podobné jako kontrolka na palubni desce auta
signalizuje pfehfati motoru. Toto monitorovani muze pomoci piedejit danym problémiim, nebo umoznit jejich
ndpravu difve, neZ bude pfilis pozdg.

Nepredvidatelné poruchy

Neptedvidatelné poruchy nastdvaji ndhle, bez pfedchozich ndznakd. Divod miZe byt rizny, od poskozeni

elektroniky disku, po fyzickou destrukci (napf. vlivem silnych otfesi - pad disku a podobné).

Mechanické poskozeni je zodpovédné za 60 % vsech selhdnf.""! Ve&tsing tchto poruch, ale pfedchdzi mnoZstvi
indikétort, jako napiiklad zvySené zahiivani disku, zvySeny hluk, problémy s ¢tenim &i zdpisem dat, zvySujici se
pocet poskozenych sektortl, a podobné. Pfi opakovaném monitorovani téchto pfiznaku lze tedy s nezanedbatelnou

pravdépodobnosti urcit, zda vyvoj hodnot znaci blizkou poruchu.

Zaméstnanci firmy Google ve své préci zjistili nékolik parametrl disku, které maji skute¢né tizky vztah k poruchdm
diskt, nicméné dle jejich méfeni odhady, zaloZené Cisté na S.M.A.R.T. atributech jsou ziidkakdy uZite¢né pro
piedpovéd’ selhani individudlniho disku. Pfi nasazeni na rozsdhlejsi populaci disku je jejich vypovidaci hodnota
vysSi, ale pro vytvorfeni spolehlivého modelu pfedpovédi nejsou tyto informace samy o sobé& dostacujici. Tvirci

Vv,

prace dale poukazuji napiiklad na to, Ze vyssi teplota, nebo Casté uzivani nemaji zfejmé tak velky vliv, jak bylo diive

v oz (2]
naznacovano.

Priklady poruch a jejich indikatori:

Typ poruchy Indikace
poskozeni povrchu disku vzrustajici pocet vadnych/pfemapovanych sektort
poskozeni hlavy nérast mékkych chyb (,soft errors”), opakované pokusy o ¢teni, ECC chyby
poskozeni motoru vibrace, zvySeny hluk motoru, loZisek, narust Casu potfebného k roztoceni disku
poskozeni elektroniky disku zadné (ndhld porucha)
poskozeni vystavovacitho mechanismu | chyby pfi vyhleddvan{ uloZzenych dat (,seek")

Historie

Prvni monitorovaci technologie byla pfedstavena IBM v roce 1992 v jejich diskovych polich IBM 9337
pouZzivajicich SCSI-2 disky. Tato technologie byla pojmenovidna Predictive Failure Analysis (PFA, analyza
predvidatelnych poruch). Metoda spocivala v méfeni nékolika parametra, klicovych pro spolehlivost disku, a jejich
vyhodnocovéni ve firmwaru disku. Komunikace mezi fyzickym diskem a monitorovacim softwarem byla omezend

pouze na 2 stavy: disk je v pofddku nebo disk pravdépodobné brzo selze.



http://cs.wikipedia.org/w/index.php?title=Informatika_%28po%C4%8D%C3%ADta%C4%8Dov%C3%A1_v%C4%9Bda%29
http://cs.wikipedia.org/w/index.php?title=Pevn%C3%BD_disk
http://cs.wikipedia.org/w/index.php?title=Firmware
http://cs.wikipedia.org/w/index.php?title=Z%C3%A1loha_%28informatika%29
http://cs.wikipedia.org/w/index.php?title=Pevn%C3%BD_disk
http://cs.wikipedia.org/w/index.php?title=Google
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Pozdg€ji byla firmami Compaq, Seagate, Quantum a Conner vytvoiena technologie IntelliSafe. Sledovany byly

26

parametry ,zdravi® (spolehlivosti) disku, tyto hodnoty byly pfendSeny do operacniho systému a zobrazoviny
monitorovacim softwarem. Kazdy vyrobce diski se mohl sim rozhodnout, jaké parametry zahrne do monitorovant, i

jaké pro né€ budou prahové hodnoty. Sjednoceni bylo na drovni protokolu komunikace mezi diskem a pocitacem.

Compagq ptedloZil svou implementaci na pocatku roku 1995 komisi pro standardizaci, kterd technologii IntelliSafe
schvilila. Vysledny standard byl pojmenovan S.M.A.R.T.

S.M.A.R.T.

woevs

~prahova hodnota nepfekrocena“ a ,prahovd hodnota prekrocena®. Tyto stavy jsou také Casto reprezentoviny jako
»disk je v pofddku“ a ,disk selhal” (mysleno z hlediska S.M.A.R.T. testu), respektive stav ,prahovd hodnota
prekrocena® lze reprezentovat jako relativné vysokou $anci, Ze disk v blizké budoucnosti selZe. Pfedpovidané selhani

muze byt fatdlni porucha, nebo také pouhé snizeni vykonnosti kvili drobnym problémutm.

Detailné&jsi pohled na stav disku je moZné ziskat prozkoumédnim S.M.A.R.T. Atributd. SM.AR.T. Atributy byly
obsazeny v nékterych navrzich ATA standardt, ale byly odstranény z findlniho standardu. Monitorovani a
interpretace S.M.A.R.T. Atributl se totiZ u jednotlivych vyrobcu lisi. Nelze tedy pifmo podle atributi porovnévat
disky raznych vyrobct, jelikoZ disky nemusi monitorovat stejné atributy, a nebo maji nastavené jiné interpretace a
prahové hodnoty stejnych atributd. Disky s podporou S.M.A.R.T. technologiec mohou také také umoZiiovat
sogovani“ udélosti a chyb spojenych s diskem. Tyto zdznamy (,logy“) mohou pomoci pii tdrzbé a servisu pocitace
(napft. urit, zda pfi¢inou problémi s pocitaéem je pevny disk).

Dalsi vlastnosti nékterych diskd podporujicich S.M.A.R.T. technologii, je moZnost testovat dany disk (tzv.
On-Self-Test), napriiklad na zjisténi chyb povrchu disku (vadnych sektorli). Vysledky téchto testl se také vétSinou

o i

uklddaji do ,logl” a jejich analyzou lze zjistit stav disku.

Vsechny tyto informace S.M.A.R.T. technologie slouZ{ k minimalizovan{ rizika ztraty dat. Smysl téchto informaci
spociva v predikci selhdni a umoznéni zdlohy dat dfive, nez k nému dojde. S.M.A.R.T. technologie je technologii
informacni, neobsahuje prostfedky k obnové dat v pfipadé, Ze k selhani jiZ doSlo. To znamend, Ze S.M.A.R.T.
technologie neni nic platnd v pripadé nahlého selhani, v pfipadé Ze informace Ze informace nejsou uZzivatelem
spravné vyhodnoceny a v nékterych pfipadech nemusi S.M.A.R.T. indikovat spravny stav disku (disk oznaceny jako
nespolehlivy mizZe fungovat bez vaznych problémi jesté nékolik let a naopak).

Mezi vyrobce podporujici S.M.A.R.T. patii: Samsung, Seagate, IBM (Hitachi), Fujitsu, Maxtor, Toshiba, Western
Digital and ExcelStor Technology.

Atributy

Kazdy vyrobce diskil si definuje vlastni sadu atributii a stanovi jejich prahové hodnoty, k jejichZ prekroceni by
nemélo za normalnich podminek dojit (prdh miZe nabyvat hodnot 0 - 253, pfi nule nemuZe atribut selhat -
nezapoCitivd se do S.M.A.R.T. statusu). Atributy maji takzvanou “syrovou hodnotu” (raw value) ktera Casto
oznacuje fyzickou hodnotu dané veli¢iny (napf. stupné v Celsia,pocet vadnych sektorii,sekundy) a normalizovanou
hodnotu (v rozmezi 1/nejhor$i - 253/nejlepsi) odvozenou podle aktudlniho stavu (syrové hodnoty), kterd je
porovnavana s hodnotou,uréenou jako normalni (tzn. bez jakychkoli problému). Nastaveni téchto hodnot a prahu je
ovSem Cisté véci vyrobce, tudiz dva rizné disky mohou zobrazovat pfi stejném fyzickém stavu jiné hodnoty pro dany
atribut.

e Priklad 1:
ID Atributu je 4 (,pocet roztoceni disku“): Hodnota je 253, nejhors$i zaznamenana hodnota je 253, prah je 0, syrova

hodnota je 1324. JelikoZ nedochdzi ke zhorSovani hodnoty (hodnota je rovna nejhorsi naméfené) a préh je 0, je tento

atribut pouze informac¢ni a nemd vliv na S.M.A.R.T. status disku. Syrovd hodnota v tomto piipad€ uddvd pocet



http://cs.wikipedia.org/w/index.php?title=Samsung_Electronics
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http://cs.wikipedia.org/w/index.php?title=ExcelStor_Technology
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roztoCeni disku.

e Priklad 2:

o ¢

ID Atributu je 5 (,pocet pfemapovanych sektor“): Hodnota je 112, nejhorsi zaznamenand hodnota je 112, préh je
63, syrovd hodnota je 3. V tomto pfipadé mad jiZ atribut pfimou souvislost se spolehlivosti disku (prdh ma hodnotu
63), ale hodnota 112 je nad prahovou hodnotou, takze 1ze predpokladat Ze disku nehrozi v blizké dobé Zadné selhant,
ale nenfi jiz v bezvadném stavu (hodnota atributu je pod 235, syrovad hodnota znaci 3 premapované sektory). Pokud
by se pocet pfemapovanych sektort zvétSoval, mohlo by to pravdépodobné znamenat bliZici se selhan{ disku a bylo
by tedy vhodné provést zalohu.

Zde je uveden a pfeloZen report nejbéznéjsich chybovych hliseni tabulky S.M.A.R.T.
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From Wikipedia, the free encyclopedia

S.M.A.R.T. (Self-Monitoring, Analysis, and Reporting Technology; sometimes written as SMART) is a monitoring system for computer hard disk drives to detect and report on various indicators of reliability, in the hope of anticipating
failures.

When a failure is anticipated by S.M.A.R.T., the drive should be replaced, and can sometimes be returned to the manufacturer, who can use these failed drives to discover where faults lie and how to prevent them from recurring on the next
generation of hard disk drives.
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Background

The purpose of SSM.A.R.T. is to warn a user or a system administrator of impending drive failure while there is still time to take action, such as copying the data to a replacement device.
Hard disk failures fall into one of two basic classes:

» Predictable failures: These failures result from slow processes such as mechanical wear and gradual degradation of storage surfaces. Monitoring can determine when such failures are becoming more likely.
= Unpredictable failures: These failures happen suddenly and without warning. They range from electronic components becoming defective to a sudden mechanical failure (perhaps due to improper handling).

Mechanical failures account for about 60% of all drive failures.!) While the eventual failure may be catastrophic, most mechanical failures result from gradual wear and there are usually certain indications that failure is imminent. These
may include increased heat output, increased noise level, problems with reading and writing of data, an increase in the number of damaged disk sectors.

Work at Google on over 100,000 drives has shown little overall predictive value of S.M.A.R.T. status as a whole, but suggests that certain sub-categories of information which some S.M.A.R.T. implementations track do correlate with actual
failure rates: specifically, in the 60 days following the first scan error on a drive, the drive is, on average, 39 times more likely to fail than it would have been had no such error occurred. Furthermore, first errors in reallocations, offline
reallocations and probational counts are strongly correlated to higher probabilities of failure.[?)

PCTechGuide's page on S.M.A.R.T. Goowva_ comments that the technology has gone through three phases:

"In its original incarnation SMART provided failure prediction by monitoring certain online hard drive activities. A subsequent version improved failure prediction by adding an automatic off-line read scan to monitor additional
operations. The latest "SMART" technology not only monitors hard drive activities but adds failure prevention by attempting to detect and repair sector errors. Also, while earlier versions of the technology only monitored hard drive
activity for data that was retrieved by the operating system, this latest SMART tests all data and all sectors of a drive by using "off-line data collection" to confirm the drive's health during periods of inactivity."

History and predecessors

An early hard disk monitoring technology was introduced by IBM in 1992 in their IBM 9337 Disk Arrays for AS/400 servers using IBM 0662 SCSI-2 disk drives.[*! Later it was named Predictive Failure Analysis (PFA) technology. It was
measuring several key device health parameters and evaluating them within the drive firmware. Communications between the physical unit and the monitoring software were limited to a binary result: namely, either "device is OK" or "drive
is likely to fail soon".

Later, another variant, which was named IntelliSafe, was created by computer manufacturer Compaq and disk drive manufacturers Seagate, Quantum, and Conner.'” The disk drives would measure the disk’s "health parameters", and the
values would be transferred to the operating system and user-space monitoring software. Each disk drive vendor was free to decide which parameters were to be included for monitoring, and what their thresholds should be. The unification
was at the protocol level with the host.

Compaq submitted their implementation to Small Form Committee for standardization in early 1995.16) 1t was supported by IBM, by Compaq's development partners Seagate, Quantum, and Conner, and by Western Digital, who did not have
a failure prediction system at the time. The Committee chose IntelliSafe's approach, as it provided more flexibility. The resulting jointly developed standard was named S.M.A.R.T.

Information



The technical documentation for SMART is in the AT Attachment (ATA) standard.[”]

The most basic information that SMART provides is the SMART status. It provides only two values: "threshold not exceeded" and "threshold exceeded". Often these are represented as "drive OK" or "drive fail" respectively. A "threshold
exceeded" value is intended to indicate that there is a relatively high probability that the drive will not be able to honor its specification in the future: that is, the drive is "about to fail". The predicted failure may be catastrophic or may be
something as subtle as the inability to write to certain sectors, or perhaps slower performance than the manufacturer's declared minimum.

The SMART status does not necessarily indicate the drive's past or present reliability. If a drive has already failed catastrophically, the SMART status may be inaccessible. Alternatively, if a drive has experienced problems in the past, but
the sensors no longer detect such problems, the SMART status may, depending on the manufacturer's programming, suggest that the drive is now sound.

The inability to read some sectors is not always an indication that a drive is about to fail. One way that unreadable sectors may be created, even when the drive is functioning within specification, is through a sudden power failure while the
drive is writing. In order to prevent this problem, modern hard drives will always finish writing at least the current sector immediately after the power fails (typically using rotational energy from the disk). Also, even if the physical disk is

damaged at one location, such that a certain sector is unreadable, the disk may be able to use spare space to replace the bad area, so that the sector can be overwritten. (8!

More detail on the health of the drive may be obtained by examining the SMART Attributes. SMART Attributes were included in some drafts of the ATA standard, but were removed before the standard became final. The meaning and
interpretation of the attributes varies between manufacturers, and are sometimes considered a trade secret for one manufacturer or another. Attributes are further discussed below.!”!

Drives with SMART may optionally support a number of 'logs'. The error log records information about the most recent errors that the drive has reported back to the host computer. Examining this log may help one to determine whether
computer problems are disk-related or caused by something else.

A drive supporting SMART may optionally support a number of self-test or maintenance routines, and the results of the tests are kept in the self-test log. The self-test routines may be used to detect any unreadable sectors on the disk, so that
they may be restored from back-up sources (for example, from other disks in a RAID). This helps to reduce the risk of incurring permanent loss of data.

Standards and implementation

Many motherboards will display a warning message when a disk drive is approaching failure. Although an industry standard exists among most major hard drive manufacturers,!! there are some remaining issues and much proprietary
"secret knowledge" held by individual manufacturers as to their specific approach. As a result, S.M.A.R.T. is not always implemented correctly on many computer platforms, due to the absence of industry-wide software and hardware
standards for S.M.A.R.T. data interchange.[cifation needed]

From a legal perspective, the term "S.M.A.R.T." refers only to a signaling method between internal disk drive electromechanical sensors and the host computer. Hence, a drive may be claimed by its manufacturers to include S.M.A.R.T.
support even if it does not include, say, a temperature sensor, which the customer might reasonably expect to be present. Moreover, in the most extreme case, a disk manufacturer could, in theory, produce a drive which includes a sensor
for just one physical attribute, and then legally advertise the product as "S.M.A.R.T. compatible".

Depending on the type of interface being used, some S.M.A.R.T.-enabled motherboards and related software may not communicate with certain S.M.A.R.T.-capable drives. For example, few external drives connected via USB and Firewire
correctly send S.M.A.R.T. data over those interfaces. With so many ways to connect a hard drive (SCSI, Fiber Channel, ATA, SATA, SAS, SSA, and so on), it is difficult to predict whether S.M.A.R.T. reports will function correctly in a given
system.

Even on hard drives and interfaces that support it, S.M.A.R.T. information may not be reported correctly to the computer's operating system. Some disk controllers can duplicate all write operations on a secondary "back-up" drive in real
time. This feature is known as "RAID mirroring". However, many programs which are designed to analyze changes in drive behavior and relay S.M.A.R.T. alerts to the operator do not function properly when a computer system is configured
for RAID support. Generally this is because, under normal RAID operational conditions, the computer is not permitted by the RAID subsystem to 'see' (or directly access) individual physical drives, but may access only logical volumes
instead.

On the Windows platform, many programs designed to monitor and report S.M.A.R.T. information will function only under an administrator account. At present, S.M.A.R.T. is implemented individually by manufacturers, and while some
aspects are standardized for compatibility, others are not.

Access

For a list of various programs that allow reading of Smart Data, see Comparison of S.M.A.R.T. tools.

ATA S.M.A.R.T. attributes

Each drive manufacturer defines a set of attributes, and sets threshold values beyond which attributes should not pass under normal operation. Each attribute has a raw value, whose meaning is entirely up to the drive manufacturer (but
often corresponds to counts or a physical unit, such as degrees Celsius or seconds), a normalized value, which ranges from 1 to 253 (with 1 representing the worst case and 253 representing the best) and a worst value, which represents
the lowest recorded normalized value. Depending on the manufacturer, a value of 100 or 200 will often be chosen as the "normal" value.

Manufacturers that have supported at least one S.M.A.R.T. attribute in various products include: Samsung, Seagate, IBM (Hitachi), Fujitsu, Maxtor, Toshiba, Intel, Western Digital and ExcelStor Technology.
Known ATA S.M.A.R.T. attributes

The following chart lists some S.M.A.R.T. attributes and the typical meaning of their raw values. Normalized values are always mapped so that higher values are better (with only very rare exceptions such as the "Temperature" attribute on
certain Seagate ml<mm:o:. but higher raw attribute values may be better or worse depending on the attribute and manufacturer. For example, the "Reallocated Sectors Count" attribute's normalized value decreases as the count of
reallocated sectors increases. In this case, the attribute's raw value will often indicate the actual count of sectors that were reallocated, although vendors are in no way required to adhere to this convention. As manufacturers do not
necessarily agree on precise attribute definitions and measurement units, the following list of attributes should be regarded as a general guide only.
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0x01

0x02

0x03

0x04
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0x06
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Attribute name 4
Read Error Rate

Throughput Performance
Spin-Up Time

Start/Stop Count

Reallocated Sectors Count

Read Channel Margin
Seek Error Rate

Seek Time Performance
Power-On Hours (POH)
Spin Retry Count

Recalibration Retries
Calibration_Retry_Count

Power Cycle Count
Soft Read Error Rate
SATA Downshift Error Count

End-to-End error

Head Stability
Induced Op-Vibration Detection
Reported Uncorrectable Errors

Command Timeout

High Fly Writes

Airflow Temperature (WDC)

Temperature Difference from 100

Better
]

N/A

Legend
A Higher raw value is better
A\ Lower raw value is better

Critical: red colored row Potential indicators of imminent electromechanical failure

Description

Stores data related to the rate of hardware read errors that occurred when reading data from a disk surface. The raw value has different structure for different vendors
and is often not meaningful as a decimal number.

Overall (general) throughput performance of a hard disk drive. If the value of this attribute is decreasing there is a high probability that there is a problem with the
disk.

Average time of spindle spin up (from zero RPM to fully operational [millisecs]).

A tally of spindle start/stop cycles. The spindle turns on, and hence the count is increased, both when the hard disk is turned on after having before been turned
entirely off (disconnected from power source) and when the hard disk returns from having previously been put to sleep mode.!!

Count of reallocated sectors. When the hard drive finds a read/write/verification error, it marks this sector as "reallocated" and transfers data to a special reserved area
(spare area). This process is also known as remapping, and "reallocated" sectors are called remaps. Unfortunately, on modern operating systems, such as Windows XP
and onwards, "bad blocks" cannot be found while testing the surface, as this feature was removed. However, 3rd-party applications such as "HD Tune" can reveal bad
sectors across the entire surface, even on partitions that are hidden. Also, as the count of reallocated sectors increases, the read/write speed tends to decrease, unless
the bad sectors are manually repositioned to a hidden partition, although the boot sector is always at the start of the disk, so if damage is in that area, the drive is only
useful as a redundant backup drive. The raw value normally represents a count of the count of bad sectors that have been found and remapped. Thus, the higher the
attribute value, the more sectors the drive has had to reallocate.

Margin of a channel while reading data. The function of this attribute is not specified.

(Vendor specific raw value.) Rate of seek errors of the magnetic heads. If there is a partial failure in the mechanical positioning system, then seek errors will arise. Such
a failure may be due to numerous factors, such as damage to a servo, or thermal widening of the hard disk. The raw value has different structure for different vendors
and is often not meaningful as a decimal number.

Average performance of seek operations of the magnetic heads. If this attribute is decreasing, it is a sign of problems in the mechanical subsystem.

Count of hours in power-on state. The raw value of this attribute shows total count of hours (or minutes, or seconds, depending on manufacturer) in power-on state.!1?]

Count of retry of spin start attempts. This attribute stores a total count of the spin start attempts to reach the fully operational speed (under the condition that the first
attempt was unsuccessful). An increase of this attribute value is a sign of problems in the hard disk mechanical subsystem.

This attribute indicates the count that recalibration was requested (under the condition that the first attempt was unsuccessful). An increase of this attribute value is a
sign of problems in the hard disk mechanical subsystem.

This attribute indicates the count of full hard disk power on/off cycles.
Uncorrected read errors reported to the operating system.
Western Digital and Samsung attribute.

This attribute is a part of HP's SMART IV technology and it means that after transferring through the cache RAM data buffer the parity data between the host and the
hard drive did not match.[*3)

Western Digital attribute.
Western Digital attribute.
The count of errors that could not be recovered using hardware ECC (see attribute 195).

The count of aborted operations due to HDD timeout. Normally this attribute value should be equal to zero and if the value is far above zero, then most likely there will
be some serious problems with power supply or an oxidized data cable.[13]
HDD producers implement a Fly Height Monitor that attempts to provide additional protections for write operations by detecting when a recording head is flying

outside its normal operating range. If an unsafe fly height condition is encountered, the write process is stopped, and the information is rewritten or reallocated to a safe
region of the hard drive. This attribute indicates the count of these errors detected over the lifetime of the drive.

This feature is implemented in most modern Seagate drives!!) and some of Western Digital’s drives, beginning with the WD Enterprise WDE18300 and WDE9180 Ultra2
SCSI hard drives, and will be included on all future WD Enterprise Eoncoﬁm.:&

Airflow temperature on Western Digital HDs (Same as temp. [C2], but current value is 50 less for some models. Marked as obsolete.)

Value is equal to (100—temp. °C), allowing manufacturer to set a minimum threshold which corresponds to a maximum temperature.

(Seagate OEQMV_Q.SD.Q: needed]
Seagate ST910021AS: Verified Presentlctation needed]
Seagate ST9120823ASG: Verified Present under name "Airflow Temperature Cel" 2008-10-06

Seagate ST3802110A: Verified Present 2007-02-13!¢itation needed]



192

193

194
195

196

197

198

199
200
200
201
202
203
204
205

206

207

0xBF

0xCO

0xC1

0xC2
0xC3

0xC4

0xC5

0xC6

0xC7
0xC8
0xC8
0xC9
0xCA
0xCB
0xCC
0xCD

0xCE

0xCF

G-sense error rate
Power-off Retract Count

Emergency Retract Cycle count (Fujitsu

Load Cycle Count

Load/Unload Cycle Count (Fujitsu)

Temperature
Hardware ECC Recovered

Reallocation Event Count

Current Pending Sector Count

Uncorrectable Sector Count

UltraDMA CRC Error Count
Multi-Zone Error Rate %%
Write Error Rate (Fujitsu)
Soft Read Error Rate
Data Address Mark errors
Run Out Cancel

Soft ECC Correction

Thermal Asperity Rate (TAR)
Flying Height

Spin High Current

«

« « |« « €« « |« «

N/A

Seagate ST980825AS: Verified Present 2007-04-05!¢itation needed]

Seagate ST3320620AS: Verified Present 2007-04-23!citation needed]

Seagate ST3500641AS: Verified Present 2007-06-12citation needed]

Seagate ST3250824AS: Verified Present 2007-08-07!citation needed]

Seagate ST3250620AS: Verified Present

Seagate ST31000340AS: Verified Present 2008-02-05!¢itation needed]

Seagate ST31000333AS: Verified Present 2008-11-24citation needed]

Seagate ST3160211AS: Verified Present 2008-06-12!citation needed]

Seagate ST3320620AS: Verified Present 2008-06-12citation needed]

Seagate ST3400620AS: Verified Present 2008-06-12!citation needed]

Seagate ST3750330AS: Verified present 2009-07-06citation needed]

Seagate ST3500418AS: Verified present 2010-04-03

Seagate ST31500341AS: Verified present 2010-10-09

Samsung HD501L]J: Verified Present under name "Airflow Temperature" 2008-03-02citation needed]
Samsung HD753LJ: Verified Present under name "Airflow Temperature" 2008-07-15¢itation needed]

A note here: smartctl seems to interpret these correctly at least in 5.39.1:

\ID# ATTRIBUTE NAME

FLAG VALUE WORST THRESH TYPE ~ UPDATED WHEN FAILED RAW VALUE
190 Airflow Temperature Cel 0x0622 068 057 45 Old age Always -

32 (Lifetime Min/Max 22/33)

notice "raw value" is 32 (the correct airflow temp in celsius) and value is 100-32 = 68.

The count of errors resulting from externally-induced shock & vibration.

Count of times the heads are loaded off the media. Heads can be unloaded without actually powering off,[citation needed]

Count of load/unload cycles into head landing zone ﬁo&zos.:m_

The typical lifetime rating for laptop (2.5-in) hard drives is 300,000 to 600,000 load Q\o_mm.:m_ Some laptop drives are programmed to unload the heads whenever there
has not been any activity for about five seconds.[!7! Many Linux installations write to the file system a few times a minute in the Umnwmqocda.:m_ As a result, there may
be 100 or more load cycles per hour, and the load cycle rating may be exceeded in less than a <mmw.:o_

Current internal temperature.

(Vendor specific raw value.) The raw value has different structure for different vendors and is often not meaningful as a decimal number.

Count of remap operations. The raw value of this attribute shows the total count of attempts to transfer data from reallocated sectors to a spare area. Both successful &
unsuccessful attempts are counted.'2?!

Count of "unstable" sectors (waiting to be remapped, because of read errors). If an unstable sector is subsequently written or read successfully, this value is decreased
and the sector is not remapped. Read errors on a sector will not remap the sector (since it might be readable later); instead, the drive firmware remembers that the
sector needs to be remapped, and remaps it the next time it's written.[21]

The total count of uncorrectable errors when reading/writing a sector. A rise in the value of this attribute indicates defects of the disk surface and/or problems in the
mechanical subsystem. (or Off-Line Scan Uncorrectable Sector Count: mc_‘;mcv:ﬂ

The count of errors in data transfer via the interface cable as determined by ICRC (Interface Cyclic Redundancy Check).

The count of errors found when writing a sector. The higher the value, the worse the disk's mechanical condition is.

The total count of errors when writing a sector.!23]

Count of off-track errors.

Count of Data Address Mark errors (or vendor-specific). citation needed]
Count of ECC errors

Count of errors corrected by software ECClcitation needed]

Count of errors due to high .ﬁoEvmamgwm.:E

Height of heads above the disk surface. A flying height that's too low increases the chances of a head crash while a flying height that's too high increases the chances of
a read/write error.[itation needed]

Amount of surge current used to spin up the drive.[!3!
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209
210
211
212
220
221
222
223
224
225
226
227
228
230
231
240
240
241

242

250
254

0xDO Spin Buzz

0xD1 Offline Seek Performance

0xD2 | ?

0xD3 Vibration During Write

0xD4 Shock During Write

0xDC | Disk Shift A\
0xDD G-Sense Error Rate A 4

Drive’s seek performance during its internal tests.
(found in a Maxtor 6B200MO - 200GB disk)

Vibration During Writel¢itation needed]

Shock During Writel¢itation needed]

Count of buzz routines needed to spin up the drive due to insufficient power.

[13]

Distance the disk has shifted relative to the spindle (usually due to shock or temperature). Unit of measure is unknown.

The count of errors resulting from externally-induced shock & vibration.

VEED.O: needed]

[citation needed]

0xDE | Loaded Hours Time spent operating under data load (movement of magnetic head armature
0xDF Load/Unload Retry Count Count of times head changes position [cifation needed]

0xEO0 Load Friction v Resistance caused by friction in mechanical parts while operating.

0xE1 Load/Unload Cycle Count v Total count of load cycles!citation needed]

0xE2 Load 'In'-time

0xE3 Torque Amplification Count A\ Count of attempts to compensate for platter speed variations

0xE4 Power-Off Retract Cycle v The count of times the magnetic armature was retracted automatically as a result of cutting power.
0xE6 GMR Head Amplitude Amplitude of "thrashing" (distance of repetitive forward/reverse head motion

0xE7 Temperature \4 Drive Temperature

[citation needed]

0xFO Head Flying Hours Time while head is positioning
0xFO Transfer Error Rate (Fujitsu)
0xF1 Total LBAs Written Total count of LBAs written

0xF2 | Total LBAs Read Total count of LBAs read

0xFA Read Error Retry Rate A\
O0xFE Free Fall Protection v

Count of errors while reading from a disk

Count of "Free Fall Events" detected [2%]

Threshold Exceeds Condition

Total time of loading on the magnetic heads actuator (time not spent in parking area

Count of times the link is reset during a data transfer.

) [citation needed]
[citation needed]
[citation needed]

) [citation needed]

Some S.M.A.R.T. utilities will report a negative number for the raw value since in reality it has 48 bits rather than 32.

Threshold Exceeds Condition (TEC) is an estimated date when a critical drive statistic attribute will reach its threshold value. When Drive Health software reports a "Nearest T.E.C.", it should be regarded as a "Failure date".

Prognosis of this date is based on the factor "Speed of attribute change"; how many points each month the value is decreasing/increasing. This factor is calculated automatically at any change of S.M.A.R.T. attributes for each attribute
individually. Note that TEC dates are not guarantees; hard drives can and will either last much longer or fail much sooner than the date given by a TEC.

Self-tests

SMART drives may offer a number of self-tests:

[26]

offline

short: usually under ten minutes

long: extended: tens of minutes

conveyance: minutes: identify damage incurred during transporting of the device

Selective self-tests of just a part of the surface may also be available.

See also

Comparison of S.M.A.R.T. tools
Predictive failure analysis
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